
Human vision operates over about nine orders of magnitude, from
starlight at 10-4 candelas/meter2 to daylight at 105 cd/m2. In any given
scene, the eye can adapt comfortably over a smaller range of about four
orders of magnitude. This still exceeds the dynamic range of conventional
display devices and media, which at best cover a range of about 100:1
– only two orders of magnitude. The rest of the information, which would
be perceived in the real world as detail in bright and dark regions, is lost
above the maximum display value or below the black level. This limitation
has serious ramifications for simulated imagery, especially when it is
needed to evaluate visual performance or in virtual reality (VR) environ-
ments. Previous tone mapping work by Tumblin and Rushmeier1, Ward2,
and Ferwerda et al3 did not consider the question of local adaptation.
Chiu et al4 looked into this problem, but their solution resulted in reverse
gradients and did not account for human visual response.

In this sketch, we present a new method for mapping scenes and images
containing high dynamic range information to conventional (and VR) dis-
plays. The technique matches object visibility as its primary goal, meaning
that objects visible in the real world will be visible on the display, and
conversely, objects not visible in the real world will not be visible on the
display. As a secondary goal, the method attempts to reproduce a view-
er’s subjective response, meaning that the impression of the displayed
image should correlate well with memories of the actual scene.

The starting point of our method is a histogram of scene brightnesses,
which we define as the log of luminances averaged over 1o areas. These
areas correspond to foveal adaptation levels for possible fixation points in
a scene or image. We then apply a histogram adjustment procedure to
remove portions of the brightness population that are under-represented in
the scene, since they convey relatively little visible information. We com-
press this unused dynamic range so that important objects in bright and
dark regions can be included within the usable dynamic range of the dis-
play. The eye tends not to notice the compressed information as missing,
since human vision is designed to perceive object detail, not relative
brightnesses.

Once we have solved the problem of making visible world objects also
visible on the display, we need to consider human visual limitations, so
that objects not visible in the real world are not visible on the display.
First, we adjust our brightness histogram to match local human contrast
sensitivity. Next, we add veiling luminance around bright areas (e.g., light
sources) to simulate scattering in the eye. In dark scenes, we also model
the loss of color sensitivity in accord with measurements of mesopic and
scotopic response. Finally, in very dark regions, we may adjust image res-
olution locally to match limits in human visual acuity.

A Visibility Matching Tone Reproduction Operator for High Dynamic Range Scenes

Gregory Ward Larson (the computer artist formerly known as Greg Ward)
Silicon Graphics, Inc.         
2011 N. Shoreline Blvd., M/S 07U-553              
Mountain View, California 94043-1389 USA            
gregl@sgi.com      

Holly Rushmeier
IBM T.J. Watson Research Laboratory 

Christine Piatko
JHU/APL                 

REFERENCES
1 J. Tumblin and H. Rushmeier. Tone Reproduction for Realistic Images, IEEE 

Computer Graphics and Applications, November 1993, 13(6), 42-48.
2 G. Ward. A contrast-based scalefactor for luminance display, In P.S. Heckbert (Ed.)

Graphics Gems IV, Boston, Academic Press Professional.
3 J. Ferwerda, S. Pattanaik, P. Shirley and D.P. Greenberg. A Model of Visual 

Adaptation for Realistic Image Synthesis, Proceedings of ACM SIGGRAPH 96, 
p. 249-258.

4 K. Chiu, M. Herf, P. Shirley, S. Swamy, C. Wang and K. Zimmerman. Spatially 
nonuniform scaling functions for high contrast images, Proceedings of Graphics 
Interface ‘93, Toronto, Canada, May 1993, pp. 245-253. 

•
SESSIO

N
: Illum

ination and Tone M
apping

FIGURE 1   Plot of linear tone mapping used in Figure 2
versus new tone mapping used in Figure 3.

FIGURE 2   An unadjusted simulation of a bathroom
scene mapped with a standard linear tone reproduc-
tion operator.

FIGURE3   The same simulation reproduced using the
new tone mapping operator, which models human con-
trast sensitivity and disability glare.
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